Addenda
Some changes have been made to StatsDirect 3, either minor improvements in accuracy or additional features. These are discussed here. 
(1) References to the Shapiro-Wilk test for Normality 
At times within the book, when looking for a normal distribution for the purposes of using a parametric test, you are referred to the Shapiro-Wilk test, using the procedure Analysis / Parametric / Shapiro-Wilk. In the new version, you use Analysis / Parametric / Normality. If any of the tests have significant p values, then you should take this as indicating non-normal distribution; no one test is foolproof for demonstrating normality. The new version of StatsDirect usefully includes a chart to go with the tests. See the StatsDirect Help guide by pressing F1 for more details.
(2)  ‘Decide on the test to be used' (page 30) – see point (1) on normality / Shapiro-Wilk.

(3) Wilcoxon test (page 40)

The book cites p values of .021 one-tailed and 0.042 two-tailed. You should now see 0.0225 (if rounded to three decimal points, .023) and 0.0449 (round to .045). As you will have guessed, the respective critical values remain p < .05.  

(4) Paired (aka Related) t-test (page 41). 

Normality and Shapiro-Wilk; use Analysis / Parametric / Normality. See addendum (1).

(5) Mann-Whitney (page 45). 
Normality and Shapiro-Wilk; use Analysis / Parametric / Normality. As in the book, we have non-normal data. In both subsamples, we see that the skewness, Shapiro-Wilk and Shapiro-Francia tests are all significant. Note also the wandering around of the data from the line on the charts.  See item (1) for a general discussion.
(6)  Unpaired (aka Independent) t-test (page 46). 
Normality / Shapiro-Wilk: use Analysis / Parametric / Normality – see addendum (1). The sharp-eyed will notice some evidence of skew in the first subsample. Generally, t-tests are considered quite robust, but I think you should also try Mann-Whitney on the data (which also shows a very high level of significance).

(7)  Chi Square Goodness of Fit Test (pages 51 to 52). 
This procedure works somewhat differently now. In the first example, the book merely tells you to enter the following data onto the worksheet:
77

66

47

This has now changed. You now enter two columns, as follows:

77     0.3333333

66     0.3333333

47     0.3333333 

To get the second set of figures, you divide 1 by the number of data sets (here 3).  These, as you might guess, are assuming equal probability for all categories. Although a nuisance, this allows more advanced users to change these assumptions, when expected outcomes are assumed not to be equally likely.  NB do not stint on the number of figures in the second column if you intend to use the Monte Carlo simulation to improve p value accuracy. I would suggest that you keep the seven figures after the decimal point.
Optionally, you could have a third column, with category names, like so:

77     0.3333333  Left

66     0.3333333  Right

47     0.3333333  Forward

As in the book, select Analysis / Nonparametric / Chi-square Goodness of Fit. You are first asked to select ‘observed counts’; choose the left-hand column and press OK. Then you select the second column for ‘select cell probabilities or expected counts’. Then for category names, either select these and press ‘OK’ or if you do not have category names, press ‘Skip’.  The p value for this should be 0.0263 – which fits into the critical value given in the book: p < .05  For the moment, I suggest just pressing ‘Skip’ to return to the workbook. We will deal with the further test when we get to the next exercise, where it gets more interesting (well, a bit). 

(8) Chi Square Goodness of Fit Test, second exercise (page 52). 
We enter the following data onto the worksheet (adding category labels if you want), following the same procedure.

35   0.3333333

37   0.3333333

33   0.3333333

The outcome is p = 0.892 – the same as in the book. However, StatsDirect goes further, offering more accurate p values via a Monte Carlo simulation. For this, use the new dialog box at the top. Each time you press ‘Calculate’, you get a new suggested p value. Different ‘seeds’ are used to start each calculation, so there is no point in my printing values, as they will be different. What you will find after doing this several times is that the figures vary between about 0.0903 and 0.0904 after rounding, so it is best to round to two figures, i.e. 0.90  The confidence intervals provided by the simulation will also suggest how to round the figures.  The rounded simulation statistic – here .90 – should be quoted, as it is to be considered to be more accurate than our original 0.89

Press ‘Skip’ when you finally want to return to the data sheet.

(If you return to the previous exercise to do this, with 77, 66 and 47, you will find that the simulation differs very little from the original p value, except in the rounding, so again you would round it to two decimal places: p = .03)
(9) Chi Square Test of Association, second exercise (page 53). 
The book’s p value, p = .0153, is still correct. However, it should be read from the Yates-corrected Chi Square statistic.
It should also be noted that Fisher’s exact test is also offered. This is for where the total sample is below 20 or one of the expected frequencies is less than 5.
(10) Pearson (page 63). The book gives r as .9871 and r squared as .97436; these are now .97082 and .942491 respectively.
(11) Kaplan-Meier in survival analysis (page 87). Error! 100%-42% = 58%, not 68%.

(12) Tests of significance in survival analysis (pages 96 to 97).

Peto’s Log Rank test no longer appears to be available.
